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#### Abstract

Context: Population health rankings can be a catalyst for the improvement of health by drawing attention to areas in need of relative improvement and summarizing complex information in a manner understood by almost everyone. However, ranks also have unintended consequences, such as being interpreted as "hard truths," where variations may not be significant. There is a need to improve communication about uncertainty in ranks, with accurate interpretation. The most common solutions discussed in the literature have included modeling approaches to minimize statistical noise or borrow strength from covariates. However, the use of complex models can limit communication and implementation, especially for broad audiences. Objectives: Explore data-informed grouping (cluster analysis) as an easier-to-understand, empirical technique to account for rank imprecision that can be effectively communicated both numerically and visually. Design: Cluster analysis, specifically k-means clustering with Wasserstein (earth mover's) distance, was explored as an approach to identify natural and meaningful groupings and gaps in the data distribution for the County Health Rankings' (CHR) health outcomes ranks. Setting: County-level health outcomes from the 2022 CHR. Participants: 3082 counties that were ranked in the 2022 CHR. Main Outcome Measure: Data-informed health groups. Results: Cluster analysis identified 30 health groupings among counties nationwide, with cluster size ranging from 9 to 184 counties. On average, states had 16 identified clusters, ranging from 3 in Delaware and Hawaii to 27 in Virginia. Number of clusters per state was associated with number of counties per state and population of the state. The method helped address many of the issues that arise from providing rank estimates alone. Conclusions: Public health practitioners can use this information to understand uncertainty in ranks, visualize distances between county ranks, have context around which counties are not meaningfully different from one another, and compare county performance to peer counties.
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[^0]Population health rankings can be a catalyst for the improvement of health by drawing attention to areas in need of relative improvement through a synthesis of community health data. ${ }^{1}$ County Health Rankings (CHR), a population health improvement platform affiliated with the authors, specifically aims to raise awareness of the factors that influence health and its variation from place to place. Each county has been ranked within its state-from most to least healthy-based on the health outcomes of each county and the factors that contribute to health. ${ }^{2}$ Once aware of problem areas, communities can use CHR resources to access and enact evidence-informed policies and programs to improve overall health and reduce inequities. Fundamentally, health rankings are a tool to help health professionals, local community leaders, and the general public make informed decisions about the health of their communities. ${ }^{3}$

Ranking can be an effective，albeit controversial， method of calling attention to differences in society－ from the oft－cited US News and World Report rank－ ings of colleges and universities to international rank－ Sings of economy，education，or technology．Rankings咱have the ability to summarize complex information高about a topic in a manner that can be understood by Falmost everyone．${ }^{4}$ Population health rankings，in par－ ticular，help set agendas－stimulating awareness， otmotivation，and debate over means to improved hhealth outcomes，establish broad responsibility for ？${ }^{\text {p }}$ population health，and emphasize the need for multi－ Sectorial collaboration to improve outcomes．${ }^{5}$

While there are advantages to ranking，there are also disadvantages or unintended consequences for public health practice．While rankings can often confidently Identify those at the top or the bottom，such as the most fand least healthy counties，they frequently cannot dis－喜tinguish meaningful differences in the middle of the distribution．${ }^{6,7}$ Value judgments are inherent in any Irankings methodology，and underlying data are often dimited due to validity，reliability，or completeness zconcerns．${ }^{4}$ Ordering of counties within states，where Evariations may not be practically，or even statistically， significant，are often interpreted as＂hard truths，＂lead－ oing users to make comparisons or conclusions about thealth differences that may not exist in reality．Some thave argued that the influence of randomness and error⿳亠口冋口灬解 rankings in general is so large that ranking should not be considered＂evidence－based＂or used in policy or紋unding decisions．${ }^{1-3,8-14}$ As an example，a county health department could choose to take action on a specific health dimension after observing a neighboring county＇s single rank is more favorable than theirs or a state agency could choose to fund one county＇s project over another＇s on the basis of lower health rank，when in these instances these two counties may not actually have meaningfully different health experiences．

Studies have attributed double－digit shifts in rank to statistical noise in individual component data． Small population sizes，small numbers of counties， homogeneity of outcomes within states，and hetero－ geneity of outcomes within counties all contribute to this problem．${ }^{6,14-16}$ In contrast，large population sizes can lead to an overemphasis on statistically signifi－ cant，but practically unimportant，differences between regions．${ }^{17}$ From an equity perspective，rural places and places with large disparities in outcomes may be more likely to lack a clear assessment of their relative status，resulting in more ambiguity and poten－ tially misleading policy messages．Furthermore， because ranks are inherently comparative，error in one region affects every rank．${ }^{8,11}$ Rankings can change not only because of improvement or degrada－ tion in outcomes for the county itself，but also due to
improvement，degradation，or statistical noise in the outcomes for other counties．${ }^{1}$
Since rankings on an ordinal scale do not necessa－ rily reflect practical or even statistically significant differences，CHR has always recommended examin－ ing the data which underlie the rank，particularly since no model－especially one based on free and publicly available data－can be perfectly precise． However，there is a need to improve communication about error and reliability in the ranks，giving end users the tools to correctly interpret the rankings．${ }^{12,18}$

There are many ways to convey uncertainty to audiences，such as confidence intervals，potential ranges for ranks，quantiles，or data－informed group－ ings．Suggestions regarding better communication of error and real－world significance or applicability of rankings have been discussed in the literature．For instance，ranges and visual distributions（eg，gradient and density plots）have been suggested as effective alternatives to point estimates of rankings．${ }^{14,19-22}$ Modeling approaches to minimize statistical noise， such as Bayesian modeling procedures，have also been discussed．${ }^{6,14,15}$ Finally，models that borrow strength from other features such as time trends，geo－ graphic comparisons，covariates，joint outcomes， longitudinal data，data－driven weights，spatial smoothing，and more have also been explored as solutions．${ }^{1,3,6,15,23-25}$ However，incorporating addi－ tional features such as these into health outcome models cannot eliminate the problems caused by ＂noisy＂data at the county level．${ }^{6,15}$

While documenting the imprecision of ranks and avoiding misperceptions regarding actual differences in health is very important，the use of complex models can create limitations and difficulties of communica－ tion and implementation．A major appeal of health rankings is their simplicity．${ }^{3,8,26}$ Reports of rankings that overemphasize methodological caveats may be difficult to understand and raise concerns about valid－ ity，thus limiting their effectiveness as tools for improving population health．${ }^{3}$ Ultimately，given the air of authoritativeness given to rankings by some audiences，there is a crucial need for organizations that generate rankings to responsibly address the issue of error in the ranks in a methodologically robust but easily communicated，way．${ }^{5}$

Despite many options to convey uncertainty，com－ municating uncertainty remains a difficult task．${ }^{20,27,28}$ Statistical assessments of uncertainty（confidence intervals，standard errors，$P$ values，etc）often lead to confusion，misinterpretations，and decreased trust in information for broad audiences and users．${ }^{19,21,28}$ Users of CHR data range from community members to local health departments，policymakers，academic researchers，and more，which supports the need to
prioritize communication to broad audiences. As an alternative, data-informed grouping may be an easier-to-understand technique that accounts for rank imprecision and can be effectively communicated using both numeric and visual displays. ${ }^{27}$

## Methods

Commonly used ways to group data, such as quartiles (or other quantiles), are easy to calculate and communicate but insensitive to the magnitude of differences in health outcomes between counties. A county at the boundary of a quartile is frequently more similar to some counties in the adjacent quartile than to some counties within its own quartile. Cluster analysis, on the other hand-a name given to a collection of methods for grouping objects (such as a county) based on similarity-empirically identifies natural, meaningful gaps in the health outcomes across counties by using data to inform the number and size of groups. Thus, this method should better reflect any natural breakpoints in the health outcome distribution, and properly constructed clusters will be more reflective of the underlying distribution of health outcomes than groupings created using quantiles.

A cluster analysis approach was applied to values of a composite index (ie, a $z$ score) consisting of a weighted combination of the 5 measures that make up the CHR health outcomes rank (premature death, poor/fair health, poor physical health days, poor mental health days, and low birthweight) for every county that received a rank in the 2022 CHR, representing all 50 states. These measures have been long-established in CHR's model of population health for more than a decade and were selected based on many factors, including reflection of important aspects of health that can be improved, validity, reliability, and use by others in the field, availability at the county level, and more. ${ }^{3}$ Rather than calculating within-state $z$ scores like the standard CHR methodology, which limits the ability to compare counties across the country or with peers in neighboring states or regions, we utilized the national distribution of $z$ scores, which also has the added benefits of more data power with less statistical noise and only one overall decision on cluster cutoff (vs. 50 separate decisions). This is especially helpful for states with very few counties. K-means clustering was used to identify the optimal grouping of the counties for each possible number of groups (1, $2, \ldots, 100$ ). In K -means clustering, k random centroids of the data are created, and each data point is assigned to the nearest centroid (creating a cluster). The centroid of each cluster is then moved to the average of the data in the cluster and the process is repeated until no data points change groups.

Wasserstein (earth mover's) distance, a measure of the distance between 2 probability distributions, was used to quantify the loss of information due to clustering. The number of clusters was chosen as the smallest value of k for which the Wasserstein distance was below the 95 th percentile of its permutation distribution. There are many valid methodological options to choose from when using cluster analysis, and while the following outlined decision points were found to work the best for our purposes, others are encouraged to tailor their choices accordingly. A state's number of clusters will vary with the number of counties within a state, the population sizes of those counties, and the heterogeneity (or homogeneity) of outcomes across counties within a state.

Clustering was performed on the $z$ score point estimates alone, ignoring the statistical uncertainty regarding these estimates. Quantifying the error in the $z$ score is a challenging modeling problem, particularly given that some of the individual measures that comprise the $z$ scores are, themselves, modeled estimates for which full information on the joint distribution of the errors is unavailable. Failure to account for uncertainty in the $z$ scores is likely to result in an overestimate of the number of clusters, but additional study is required to quantify this effect. ${ }^{29}$ Analyses were performed using the Ckmeans.1d.dp and transport packages in R. ${ }^{30-32}$ Results from the state-by-state cluster analyses were summarized and examined for associations with relevant state-level characteristics; Supplemental Digital Content Figure 3, available at http://links.lww.com/ JPHMP/B415.

## Results

Using the 3082 counties that were ranked in the 2022 CHR, 30 groupings of counties (clusters) nationwide were identified. The smallest cluster contained 9 counties, the largest 184 counties, with an average cluster size of 103 counties, as shown in Table 1 and Figure 1. Figure 2 shows the distribution across the country of the unclustered health outcomes $z$ score values, and Figure 2 shows the distribution of the 30 identified clusters. Less healthy clusters tended to be in the South, Southwest, and Appalachian regions of the country. Healthier clusters tended to be in the Northeast, Upper Midwest, and Pacific Northwest regions. Comparing Figure 2a and b demonstrates how clustering helped to simplify the presentation of counties across the nation without losing the overall distributional information; Supplemental Digital Content Figure 1, available at http://links.lww.com/ JPHMP/B413.

TABLE 1
Number of Clusters and Counties Within Clusters, Nationwide, and by State

| ${ }_{7}$ State | Number of Ranked Counties (n) | Number of Clusters (n) | Average Number of Counties per Cluster (n) | Minimum Number of Counties in a Cluster (n) | Maximum Number of Counties in a Cluster (n) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| IUnited States | 3082 | 30 | 102.7 | 9 | 184 |
| OTexas | 244 | 23 | 10.6 | 1 | 31 |
| Georgia | 159 | 24 | 6.6 | 1 | 13 |
| Virginia | 133 | 27 | 4.9 | 1 | 12 |
| क్Kentucky | 120 | 21 | 5.7 | 1 | 13 |
| Missouri | 115 | 24 | 4.8 | 1 | 19 |
| Kansas | 104 | 19 | 5.5 | 1 | 16 |
| Illinois | 102 | 20 | 5.1 | 1 | 12 |
| North Carolina | 100 | 25 | 4.0 | 1 | 14 |
| gowa | 99 | 12 | 8.3 | 1 | 17 |
| Tennessee | 95 | 16 | 5.9 | 1 | 13 |
| 헦ndiana | 92 | 19 | 4.8 | 1 | 11 |
| ${ }_{\text {İO }}$ | 88 | 21 | 4.2 | 1 | 11 |
| SMinnesota | 87 | 14 | 6.2 | 1 | 19 |
| OMichigan | 83 | 18 | 4.6 | 1 | 14 |
| \#Mississippi | 82 | 19 | 4.3 | 1 | 10 |
| Nebraska | 79 | 15 | 5.3 | 1 | 10 |
| colalahoma | 77 | 19 | 4.1 | 1 | 10 |
| Narkansas | 75 | 19 | 3.9 | 1 | 9 |
| ${ }^{\text {W Wisconsin }}$ | 72 | 16 | 4.5 | 1 | 12 |
| +Alabama | 67 | 19 | 3.5 | 1 | 9 |
| FFlorida | 67 | 21 | 3.2 | 1 | 7 |
| SPennsylvania | 67 | 15 | 4.5 | 1 | 16 |
| Louisiana | 64 | 17 | 3.8 | 1 | 10 |
| New York | 62 | 12 | 5.2 | 1 | 11 |
| South Dakota | 61 | 21 | 2.9 | 1 | 9 |
| Colorado | 59 | 21 | 2.8 | 1 | 5 |
| California | 58 | 17 | 3.4 | 1 | 8 |
| West Virginia | 55 | 19 | 2.9 | 1 | 8 |
| North Dakota | 48 | 15 | 3.2 | 1 | 7 |
| Montana | 47 | 19 | 2.5 | 1 | 6 |
| South Carolina | 46 | 19 | 2.4 | 1 | 6 |
| Idaho | 43 | 15 | 2.9 | 1 | 8 |
| Washington | 39 | 14 | 2.8 | 1 | 7 |
| Oregon | 35 | 14 | 2.5 | 1 | 7 |
| New Mexico | 32 | 15 | 2.1 | 1 | 6 |
| Utah | 28 | 14 | 2.0 | 1 | 3 |
| Alaska | 24 | 16 | 1.5 | 1 | 3 |
| Maryland | 24 | 13 | 1.8 | 1 | 3 |
| Wyoming | 23 | 12 | 1.9 | 1 | 4 |
| New Jersey | 21 | 11 | 1.9 | 1 | 4 |
| Maine | 16 | 11 | 1.5 | 1 | 3 |
| Nevada | 16 | 9 | 1.8 | 1 | 3 |
| Arizona | 15 | 11 | 1.4 | 1 | 3 |
| Massachusetts | 14 | 8 | 1.8 | 1 | 3 <br> (continues) |

TABLE 1
Number of Clusters and Counties Within Clusters, Nationwide, and by State (Continued)

| State | Number of Ranked <br> Counties ( $\mathbf{n}$ ) | Number of <br> Clusters ( $\mathbf{n})$ | Average Number of <br> Counties per Cluster ( $\mathbf{n}$ ) | Minimum Number of <br> Counties in a Cluster ( $\mathbf{n}$ ) | Maximum Number of <br> Counties in a Cluster ( $\mathbf{n}$ ) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Vermont | 14 | 8 | 1.8 | 1 | 3 |
| New | 10 | 6 | 1.7 | 1 | 3 |
| Hampshire |  | 5 | 1.6 | 1 | 2 |
| Connecticut | 8 | 4 | 1.3 | 1 | 2 |
| Rhode Island | 5 | 3 | 1.3 | 1 | 2 |
| Hawaii | 4 | 1.0 | 1 | 1 |  |
| Delaware | 3 |  |  |  | 2 |

On average, states had 16 identified clusters, ranging from a minimum of 3 clusters in Delaware and Hawaii to a maximum of 27 clusters in Virginia, as shown in Table 1. The average number of counties within a cluster at the state level was 4 counties, with a minimum of 1 county per cluster and a maximum of 31 counties per cluster. Delaware, the state with the least number of counties at 3 , had the lowest average counties per cluster, with 3 clusters comprising one county each, while Texas, the state with the most counties at 244, had the highest average counties per cluster at 11. Differences between states with similar numbers of counties were observed. For example, North Carolina, with 100 counties, and Iowa, with 99 counties, had 25 and 12 identified clusters, respectively. This demonstrates how the cluster analysis worked differently for relatively heterogenous verses homogenous states, respectively, identifying more clusters in North Carolina whose distribution is more spread out with more distances between ranks, while identifying fewer clusters in Iowa, which has a very tight distribution of $z$ scores. As another example, New York, with 62 counties, and South Dakota, with 61 counties, had 12 and 21 identified clusters, respectively, showing a state with many healthy counties like New York having fewer classified clusters than a state with some healthy but many unhealthy counties like South Dakota. This may also speak to a small population issue, with some small counties in South Dakota having more extreme values. Figure 1 depicts this information, with one bar per cluster, and each cluster's $z$ score along the national distribution illustrating the distribution of health outcomes of the clusters in each state. Figure 3 shows an example of identified clusters within a state, Wisconsin, with 16 clusters. Clusters were visually separated by color and horizontal position, with the length of bar denoting the cluster's $z$ score range and within-state rank range on the right axis. Counties within the same cluster were ordered alphabetically to de-emphasize individual rank point estimates and emphasize the cluster
ranks; Supplemental Digital Content Figure 2, available at http://links.lww.com/JPHMP/B414.
At the state level, the number of clusters was strongly associated with the number of counties within a state, as well as the population of the state ( $R$-squared 0.76 and $0.32, P$ value $<.0001$ and .023 , respectively, data not shown). When cluster results were compared to 2021 CHR data, there were a similar number of overall national clusters (31 in 2021; 30 in 2022), with a correlation coefficient of $96 \%$ in county-specific assigned cluster (data not shown); Supplemental Digital Content Table 1, available at http://links.lww.com/JPHMP/B416.

## Discussion and Conclusion

It is important for initiatives such as CHR to communicate about the error and reliability around ranks, allowing end users to more meaningfully interpret similarities or differences in health among counties and to better inform population health improvement efforts. Though there is not consensus about how to best approach this goal, data-informed grouping may be a possible avenue for accounting for distance between ranks and rank imprecision, while effectively communicating uncertainty both numerically, with assigned clusters and rank ranges as seen in Figure 3 and Supplemental Digital Content Table 1, available at http://links.lww.com/JPHMP/B416., and visually, with grouped counties and their associated spread across the distribution as seen in Figures 1 and 3. Clustering utilizes the data to create empirically informed breaks in the values, identifying meaningful gaps between counties and natural clusters, with the number and size of clusters being informed by the level of uncertainty in the underlying distribution. These convenient groupings provide a rough sense of the distribution and provide more transparency and statistical context around which counties are not reasonably different from one another. This can result in more responsible data communication to public


FIGURE 1 Number of Clusters and Counties Within Clusters, by State, Across z Score Values ${ }^{+}$
+Lower value indicates better health outcomes, and higher value indicates worse health outcomes.
health practitioners. While ordinal ranks imply that each of the 3082 counties were different from one another in terms of their health, these findings indicate to users that there were closer to 30 distinct groups of counties, with health experiences being indistinguishable within them.

This clustering technique helps address many of the issues that arise from providing ranks by themselves. The method can be a first step in addressing the imprecision of ranks, accounting for some uncertainty in the underlying distribution and, importantly,
communicating that counties within states are not all different from one another. For example, while Douglas County, Wisconsin, may have received an ordinal rank of 47 out of 72 counties, the cluster analysis in Figure 3 shows that Douglas County was not meaningfully or statistically different than Price, Oconto, Monroe, Kenosha, Clark, or Lincoln Counties, and therefore more reasonably had a rank between 44 and 50 out of 72 . This impacts how Douglas County would interpret and act on their health status relative to those around them. Douglas County was also clustered with St. Louis County, Minnesota, the county directly across the state border and commonly compared to Douglas in practice, illustrating the added benefit of clustering across state lines. Even for states with very few counties, this approach can offer some utility beyond ordinal ranks. For instance, Hawaii's 4 assigned counties were grouped into 3 clusters, showing that Honolulu County and Maui County have similar health experiences. The approach also showed that Honolulu and Maui, in cluster number 5, were comparable in health to places like Santa Barbara County, California and Fairfax City, Virginia. Kauai County, Hawaii, in cluster 6 with similar health to Los Angeles County, California, was closer in health to Honolulu and Maui than Hawaii County, Hawaii, which sat in cluster 10 and had similar health to Cook County, Illinois (Chicago). Furthermore, though Delaware's 3 counties were assigned 3 different clusters; therefore, having the same grouping as ranks, this method still adds information that Kent County, within cluster 14, was less similar in health than New Castle and Sussex Counties, within clusters 11 and 12, respectively, were to one another. Additional plausible local comparators are also added through this approach for a state with such few counties, including New Castle's comparability in health to the District of Columbia, Sussex's to Cape May County, New Jersey, and Kent's to Caroline County, Maryland, all right across Delaware's border. Figures 1-3 also visually demonstrate these points, with Figures 1 and 3 showing the spread of counties across the $z$ score distribution and their distances from one another, and Figure 2 showing comparable counties across state or regional lines.

While the dividing line between clusters may still imply more difference than may be meaningful between 2 counties, this method provides information about the distance between ranks that simple rank numbers alone do not. Furthermore, the well-documented issue of ranks being unable to distinguish counties in the middle of the distribution is accounted for with clustering. While clustering is still best at highlighting the extreme ends of the spectrum,

Health Outcomes National Z-Scores


FIGURE 2 Geographic Distribution of (a) the National Health Outcomes z Score Values and (b) the 30 National Health Outcomes $z$ Score Clusters ${ }^{+}$ ${ }^{+}$lower value indicates better health outcomes, and higher value indicates worse health outcomes.


FIGURE 3 Example of Within-State Clusters for Wisconsin, by County, Across z Score Values ${ }^{+}$
${ }^{+}$lower value indicates better health outcomes, and higher value indicates worse health outcomes.
showing more unique clusters among both the bestand worst-performing counties, clustering illustrates this "middle-mush" issue through identification of larger clusters covering more counties within states
toward the middle. Clustering also provides a tool for comparing county performance with "peer counties," to which community and public health leaders can look for similar experiences or challenges. Using the
national distribution of health outcomes provides a higher resolution picture of the groups of counties and extends these possible comparisons to counties across state borders and even regions, extending the possible places to which counties can compare. Finally, cluster analysis may make the comparison of overall health outcomes over time more feasible. Clustering using the national distribution will tend to be more stable year-to-year than looking at a county's single rank value 1 year to the next and may demonstrate more authentic change when counties move between clusters.

While this chosen method of cluster analysis helps to achieve many identified issues pertaining to the imprecision of ranks, there are still some limitations to such an analysis. As mentioned previously, the decision of how many clusters to ultimately use in a cluster analysis is somewhat arbitrary, with many methodologic options from which to choose. Our decision to use Wasserstein (earth mover's) distance was made to use a more datadriven, statistical test to choose the optimal number of clusters. Yet, many other choices for evaluating or choosing the number of clusters could have also been employed, potentially arriving at different results, and other users of cluster analysis are encouraged to tailor their choices to those that best suit their purposes. Furthermore, while this method of clustering accounts for some of the underlying uncertainty in the distribution of county-level health outcomes, some lingering imprecision remains. Error in the individual measures that comprise the health outcomes $z$ score was not accounted for, as this error is incredibly complex to capture, given many of the measures are themselves modeled estimates. Therefore, these clustering methods do not fully capture the imprecision in the estimates and are likely overestimating the distinct number of groups within states. Finally, while this analysis demonstrated the application of this method on a case study of an already-established composite index of CHR's health outcomes, these results, and the accompanying confidence in groupings, are entirely dependent on the selection of measures that underlie the chosen composite. We present just one example of a possible use-case for this method. For instance, basing this analysis on CHR's health factors (a composite $z$ score of 30 measures) would produce a different set of data-informed groupings among counties. Preliminary analyses indicate this application of cluster analysis methods results in similar but distinct clusters and patterns across the country. It is important to consider the many ways counties can be compared, making use of existing contextual factors impacting the health of counties, such as population demographics, socioeconomic characteristics, community resources, and more. Additionally, users could create their own composite indices of
other measures specific to their purposes, using summary $z$ scores to calculate relevant groupings based on any number of underlying concepts.

Understanding how to best communicate these clusters will be crucial for their implementation and impact, and future work will focus on this matter. Communication issues to be addressed include whether to replace or complement ranks with these groups and how to best present them. For example, if a county was ranked 10th but assigned to the third cluster in the state spanning ranks $8-14$, would that county's cluster be most effectively communicated as a rank range (ie, 8-14), a group number (ie, group no. 3), or a rank tie (ie, rank no. 8 for all counties in that cluster)? Other communication implications include whether to provide both numbers and visual representations of clusters; how to best visualize clusters on graphics and maps; whether to provide interactive options to select different numbers of clusters and see how counties are affected by that choice; and more. These questions could be explored through pilot tests or focus groups to understand the use or utility of these methods for various audiences. Future work will also explore methods for more fully accounting for underlying statistical uncertainty in measures.

Population health rankings can be a powerful catalyst for improving health in communities. However, unintended consequences of presenting ranks alone need to be mitigated by improved communication and tools for users to interpret their rank more meaningfully. Datainformed groupings, such as clusters, can be one such

## Implications for Policy \& Practice

When health professionals, local community leaders, and the general public look to use population health rankings to make informed decisions about the health of their communities, it is important to consider:

- Rankings are a powerful catalyst for improving health in communities, but unintended consequences of presenting ranks alone should be mitigated by improved communication and tools for users to interpret their rank more meaningfully.
- Data-informed grouping, or clustering, is an effective and simple approach to account for and communicate the uncertainty of ranks, using both numeric and visual displays.
- Public health practitioners can use this information to understand uncertainty in ranks, visualize distances between county ranks, have context around which counties are not meaningfully different from one another, and compare county performance to peer counties.
approach to effectively account for and communicate uncertainty of ranks, both numerically and visually. Community members and public health practitioners can use the information these clusters provide to underStand uncertainty in their rank, visualize distance between ranks and distribution of counties, and have ${ }^{\circ}$ context around which counties are similar or reasonably different from one another. Finally, the tool can also be used to compare county performance with peer counties, to which community and public health leaders can look for similar experiences or challenges, even Eacross state borders and regions.
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